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A World Class Electronic Health Record--Look What VA has done!
Welcome to the session, I'm Kevin Meldrum, I'm a CPRS developer and I'm presenting with Marcia Insley, who's a portfolio management officer, and Mike Hendry, who's also a portfolio management officer.  They can explain more about those positions.  Those are just positions that are way above me.  So I guess I get to go first for some reason, I don't know why.  So what I say may be corrected.  I'm going to be talking a little about VistA and how it came to be, a real high overview of how VistA is put together and what CPRS does on top of it, and how CPRS was developed.  My background before coming to the VA, which was like 20 years ago, I was in medical informatics and before that audiology, and so I've watched for about 30 years how healthcare systems get built or don't get built in various places.  

Lately, over the last several years, the VA has received lots and lots of positive reviews, in spite of our current security woes that we all deal with.  Overall people are really happy, and we get lots of positive reviews about what the VA is doing, how well it's treating patients.  We have performance measures where we excel, these were reported in the New England Journal of Medicine, Annals of Internal Medicine, and a lot of these have talked about the information system as being part of this change, and part of helping the VA excel and the care it gives.  The thing that means the most to me is I have an uncle who is a true skeptic, and he's a Korean War veteran and I never saw anything please him all the years I was growing up, but when I see him now he was finally convinced after many, many years to go to the VA and get some healthcare and get his diabetes treated, and whenever I see him now he just can't say enough about how good his healthcare has been.  He said, "I never knew going to the doctor could be such a good experience, that I could get such good healthcare."  So he's really enthusiastic about the VA, and if you knew him, this is a really skeptical person who's not easily impressed.  So I think that speaks really well for what's going on.

I'll give kind of an overview of what VistA is.  VistA is a whole collection of a wide number of packages.  It covers not just CPRS and the clinical packages that lots of people here see, but it covers financial, billing, various kinds of security issues, all kinds of aspects of what makes a medical center operate.  What I have up here is just three captures from the VistA document library, just a snapshot of what kinds of packages are available.  And if you glance at that you'll see that there's all kinds of things.  There's things like CPRS, there's things like lab and pharmacy and the things we're really familiar with, but there's also things managing eligibility, managing movements of patients, and in addition to that all the infrastructure pieces that we use to build the other applications, and I'll be talking a little bit more about that.

This particular picture many people have seen.  When I started 21 years ago at the VA somebody showed me this.  And so this design is very old, but it's been very stable, very solid over many years.  Basically at the center is the kernel, and what that means is the kernel is the piece that interacts with the various vendor's computer systems, and over the years very early VA had the ability to migrate a system from one vendor to another vendor.  That was unheard of.  As a result, the vendors who didn't realize we could do that had to compete with each other in ways that they never had to before, and so the VA was able to get started by getting equipment very cheaply because we forced vendors to compete in a day when if you were an IBM shop you had to be all IBM, or a digital shop had to be all digital.  I think one of my fellow programmers has a record, I think he was able to convert VistA to a Hewlett Packard system in four hours.  It's a pretty impressive thing.  Surrounding the kernel piece are other basic infrastructure pieces that handle who can log in, how we connect to devices, how mail is transmitted, and then surrounding that is an integrated database.  An integrated database, having looked at a lot of healthcare systems, this is pretty unique to the VA.  Most healthcare systems you buy the lab from this vendor or the pharmacy from that vendor, radiology from another vendor, and a lot of the effort goes into just getting them to talk and pull the information together.  That effort is solved for us, so we're able to focus our attention on other things, on building the clinical packages above this layer.  So all our data is in one place.  Surrounding that are the VistA software packages, many that you're familiar with.  Laboratory, pharmacy, that ring of packages was developed starting in the 80's and provides kind of a foundation on which the other things are based.  And the final ring on this diagram was not there when I started, and that's been added since.  That's an integrating layer that pulls together the information from all these different packages and from the database and presents it in an integrated fashion.  So CPRS, imaging, VistA Web, the various packages that have been added for the providers like progress notes are in this outer layer.  So that's kind of how VistA is built.  It's a very large system, but it's a complete system, and put together this way.  

The history of VistA is pretty interesting, and I won't go into a lot of the detail here.  If you go to a place called hardhats.org you can read the history of VistA.  It's pretty dramatic reading actually.  But VistA started out, if you go back into the 60's, the VA was centrally developing software, and they had an office that was working on software.  It took them from 1968 to 1982 to develop a lab package and deploy it in eight sites.  In the meantime, at all the various VA hospitals, there were local efforts going on to try to get things working, to get a hospital information system going, and these efforts basically got together and decided we're going to use MUMPS, or M, as our programming language, and we're going to have that in common and we're going to have this basic infrastructure in common so we can exchange things, and they're able to start exchanging things.  That model became so productive that it was recognized that the earlier model they had should be replaced and the new model, which was called Decentralized Hospital Computer Program, DHCP, an acronym Microsoft later borrowed, that would become the model for VA development.  And that has been true for a number of years.  So we had decentralized development packages agreeing, exchanging each other, and then these packages would then get used nationally.  And so we have over 100 tightly integrated applications developed over many, many thousands of person hours.  The one thing that isn't there in current VistA is because of all these local efforts, things like the lab file has a local set of terminology.  The local formulary has its own terminology, and so one of the difficulties we have is exchanging data between each other, even though we're able to share software nationally we can't share data nationally very easily.  So that's a lot of what's going on now is trying to accommodate that and being able to share data more nationally.

These two memos, I just find them so amusing.  The 1982 memo at the top is a memo basically legitimizing this decentralized effort of all the various sites that were developing VistA, and basically talks about the great sacrifices people made to get these grassroots efforts going, and basically saying the decentralized model is the legitimate model.  The 2002 memo is the opposite, that's the one that says we're going to centralized everything, and if you read the two together, they're worded like exactly the same but with opposite words.  It's like the same sentence structure, but just saying the opposite thing.  So that's now how we're operating, we're operating in a very centralized manner, and you can only guess what the 2022 memo is going to say.

We're going to talk a little bit more now about CPRS itself, because that's my background and what I have the most experience in.  What CPRS does is it takes the clinical information relevant to a clinician and integrates it and pulls it together in ways that it wasn't before.  It also includes the ability to manage and enter orders electronically, to pull up displays and various results, and a lot of other things.  In addition to that, remote data views in VistA Web have allowed the VA to display information from a variety of different sites.  In 1977 I remember going to the doctor, and I hadn't been to the doctor in a long time because back then I was fairly young, and I was surprised because he had no record of me, and it was a different doctor than the one I'd been to before but it was in the same intermountain healthcare system that I'd been to, and I had not realized that my medical records couldn't be transferred from doctor to doctor the way my bank account was transferred as I moved from one town to another town in Utah.  And that really surprised me, and that was the beginning of my interest in healthcare computing.  Being able to show remote data in the VA is still a thing that surprises a lot of people, that we can easily pull together at least a view of information, and we're getting to where you start operating on that information and writing things back.  But at least pull together a view of information of a patient across VA facilities.  A number of years ago a magazine came to interview our office, at the Salt Lake City field office from Japan, and they were interested in VistA.  This is one of the things that they were really interested in, was the fact that we had a network that allowed us to pull data from different places.  As an aside, the other interesting thing was they wanted to know how much VistA cost, and back then VistA was distributed on tapes, and so we said well it's $15, because that's the price that the FOIA office charged for a tape of VistA.  They were like $15 million, that sounds fair.  No, no, $15.  $15 billion, $15 thousand?  I had to take out my wallet, $15, this much money if you want a copy of the source of VistA.

We'll talk a little bit now about just an overview of the technology stack, of how the pieces of technology fit together to build VistA.  

At the base is, in 1980 the agreement was made to use MUMPS as the base.  It's served us quite well.  It's an ANSI standard language, and it has allowed VistA to be built on top of it.

On top of that layer are the basic infrastructure pieces that manage security and job scheduling and the things that have to happen behind the scenes.

On top of that are core packages, a lot of these were developed during the 80's, and development has continued since that time.

And then pulling together the information in these core packages are the systems used for providers, which is ordering and consults and reminders.

And then CPRS is a graphical interface that fits on top of that.  Sometimes the blue and the purple are called CPRS, sometimes just the graphical interface is called CPRS.  But it's basically the system that serves the provider.

I want to talk about a little bit about how do we get VistA, this kind of grassroots effort in the VA, to become so universally used throughout the VA?  I've seen in 30 years a lot of companies, IBM, Microsoft, several times set out to develop an electronic medical record, and then fail.  It's like why can't these companies do it and what helped us do it?  So I'm going to give you what I think are some of the secrets.  I started out as an audiologist who didn't like paperwork, and one of the things that we had to do was when we did electronystagmography where you measure eye movements in response to cool water in the ears to test somebody's vestibular system, you have to take a protractor and measure all the angles and write it up, and it's like I just didn't like that.  So I learned a program so that the program could do it for me.  I learned a lot in that experience.  One of the things I learned was that our department had hired a programmer, and he was a top notch, really good programmer.  I was an audiologist who was fortunate to have a father who was a programmer, who kind of taught me a few things.  But the software I wrote was able to be used by the other audiologists, even though it was really bad from a technical point of view.  And the other person who was really my mentor, great programmer, just couldn't get it right.  So I discovered that I think there are so many nuances in healthcare software, you really have to be part of the workflow, have a feel for that, in order to get it even close to right.  In addition to that, a number of years ago I read this book, and I love this book.  This book's really about neurophysiology, and it's by Terry Winograd and Fernando Flores, and Terry Winograd is a computer scientist, Fernando Flores is a biologist from Brazil.  One of the things they talk about in this book is this idea of a cell, or any organism, and what it does in response to a stimulus.  And a cell is either going to reject the stimulus, adapt to the stimulus, or die.  And they compare this to organizations into which software is introduced.  If an organization is like a cell, it's either going to adapt to the software or it's going to reject it, or the organization itself is going to die.  If you're a programmer like me, there's only one of these outcomes that's pleasant, and so that's what it was really all about, the idea of introducing a little bit of software into the organization, watching to see what adaptations the organizations made, and then correcting from there and adding more.  And so the big kind of grand plan approach isn't what worked for CPRS.  What worked for CPRS was to do little bits at a time.  In fact, between 1996 and 2000, CPRS was basically in Beta testing at that time at 100 VA sites, and we released 48 versions of it during that timeframe.  Each version we'd release, see what people did, see what worked, see what didn't work, change it, do another release.  And so this evolutionary style of adapting is I think one of the key secrets to making it successful.  The other thing related to adapting, we'll talk a little bit more about that when I get there.  

So these I think are some of the key secrets.  To collaborate closely with clinicians, to keep that collaboration as constant and as close as you can have.  To be able to adapt, the other secret the VA has is to be able to share things nationally.  And finally, to keep things simple, keep our approach as simple as possible, and then build from there.

We had a documenter who in 1990 went to visit what was then a big company called Word Perfect, and they showed her their usability labs.  They had video cameras and watched users and stuff like that.  She really bought into the usability labs, and came back and insisted that we developers do usability testing, and it was the best thing that ever happened because for the first time somebody who writes software had to watch somebody else suffer with it.  And what that did for us, not only did it give us the feedback of what wasn't working for those who were using the software, it also made it so we actually looked forward to criticism, and that's kind of unusual.  It changed our whole way of thinking about what we do to where oh, it's great to hear people say this doesn't work for me, that doesn't work for me, that doesn't work for me.  It changed the whole culture of development, and I think that was the really important thing in usability testing.  Some of the other things we have done and continue to do is shadow clinicians, follow them around, see if we can get somebody to let us annoy a resident for a full day and watch what they do.  In some of our meetings we've had people role play because you need to be able to kind of step back and see what all the different users of the system are doing, because a lot of them are so focused on the thing they do, that the things other people are doing as part of that are invisible to them, so you kind of have to observe to see how it all fits together to know how to fit the software into it.  What this documenter did, as she converted us to usability testing we started in the early 90's going around the country with prototypes of what would become CPRS and letting people usability test that.  We found that pizza was our best tool because a resident who's really busy doesn't have time to do a usability test unless there's a piece of pizza sitting next to it, and then they will come and for a piece of pizza spend ten minutes and give you some feedback.

The big thing about adaptation I think is the fact that healthcare software is not that technical.  The real issues have to do with workflow and how things fit together.  We're not trying to do, at least yet, the kinds of things like iTunes has in its cover flow, where the albums flip by and that kind of thing.  Those are hard technical issues, to figure out how to handle the vector graphics to make that work.  We don't have those kinds of technical issues, the software complexity is pretty low.  But the problem space is very large.  So it does require a lot of knowledge about how healthcare works and how people can interact with each other.  Another key thing in the adaptation was to make things locally configurable and extensible, and that's been a really important thing because every site has its own ways of doing things and local extensibility and configurability does not have to collide with standardization of things.  You can standardize what you use but still allow people to configure things the way they need them to be configured.

And again, being able to share nationally where we're allowed to be able to exchange information with each other and exchange templates and ideas.  One of my favorite parts of VeHU every year is the poster sessions where you can go around and see what all the different sites are doing, what kind of innovations they're making, and be able to share that information with each other.

Finally, embrace simplicity.  What we did with CPRS went totally against what I was taught when I was in graduate school studying medical informatics.  At that time medical informatics was about how do we get the computer to diagnose?  And rather than starting with how do we get the computer to diagnose, we took a different approach in VistA.  We said how do we get a progress note into the computer, how do we get orders transmitted?  And dealt with these really nuts and bolts things, because we felt those had to be done first before we could start doing decision support kinds of things, which long proceed any prospect of diagnosis if that ever happens, which I really doubt.  The Model T I like, my son is a big Model T fan, he's 11.  Several years ago he asked for a 1913 Model T speedster model.  He wants his own Model T, and I've actually learned a lot from the Model T.  It's got the clearance of a Humvee, it gets 30 miles to the gallon, and it had an ethanol carburetor.  A hundred years ago.  It's amazing.  Because farmers had to grow their own gas.  But that's what we're trying to do is keep the technology stacked, the technology we use very simple, deliver the essentials, and then you can go from there.  And as you do that, you can start building things and discovering software can get complex really fast, and so you want to break through that and find the real simple things that aren't over-simplified, but are simple to use that don't get too overly complex.  

I've learned a couple of things about what requirements one expects from a healthcare system.  One of the first things they told us is it's got to be fast.  A clinician has very little time, and if they're going to interact with a computer it's got to be fast.  It also needs to be easy to use, and by the way, it needs to be fast.  And it also should be reliable and accurate, that's just taken for granted that the information is there and accurate.  And also, it needs to be fast.  When we first installed order entry, this was an old version of order entry back in the roll and scroll days, we installed it at a hospital and we did what we usually do, we installed it at like 2 o'clock in the morning, and at 6 or 7 o'clock in the morning we're in the computer room and I heard banging on the door.  I opened the door, and 14 residents were standing there and they said did you write this?  I was like yeah.  They said come with us.  So I went down to where they were doing rounds and they said okay, there's the monitor, you log in and enter in some orders, we're going to write them and we'll see who's done first.  Well of course I entered access, I was starting to type verify, and they were done.  It was really a great experience I think every developer should have, to kind of pound in that things need to flow, it's got to be fast.  It still is something we're striving towards, to make the system as fast as possible.  It was a really good experience for me to get that ingrained into my brain.

The general functionality, talking more about what composes CPRS now, the general functionality are in the reading area we can pull data out of radiology, laboratory, pharmacy, clinical procedures and so on.  And as far as being able to allow clinical documentation, problems, notes, orders, allergies and so on.  

Just show you real quick here.  This is where we started.  When it was written, I was actually recovering from surgery, and you just type on a monitor and inverted things, and just sort of drew screens on a monitor because we didn't have Windows computers yet, and so we just kind of drew out would this work, would this work, would this work, and started bouncing that off of clinicians.  And then we went from there and evolved it to the GUI we have today.

So some of the things I think that really have helped the VA build a first class system are the close collaboration of professions, between clinicians, medical informatics people, computer specialists, pulling that together and having them work together.  Being flexible and adaptable.  Also advocacy of leaders has been really important as they've endorsed and supported us.  And then allowing the local teams to do what they need to do to get the job done.  And that's been one of the truly amazing things for me, not amazing but impressive, as I've gone to local sites and seen just how hard and innovative people work to get things done.  It's been really humbling to watch people put in the long hours and go buy candy bars out of vending machines when people are mad and they need to calm down and do whatever they need to do.  It's been a great experience that way, seeing the enthusiasm, commitment, and passion of people throughout the VA.

So today we have, you can see here CPRS with imaging, and pulling it all together and moving forward beyond the basics we started with here, and this is still I think in my opinion, Model T basic, and moving forward into even better and more useful systems.

So we now have medical records at every VA medical center.  We're the largest organization in the country with electronic medical records, one of the leaders in this area, and it's all about creating good healthcare in the end.  I think that's another area where we're being recognized as excelling.

To give you a little idea of what we do in the VA, over half a million documents per day.  Almost a million orders per day are processed by the system across the nation.  Almost a million images a day.  And over half a million meds are administered every day.  And so this is what the VistA systems are dealing with every day, and you can imagine what a great wealth of information is now electronically available with this kind of rate of activity.

So now we serve 5 million veterans with the largest system in the U.S.  I think there's 8 million registered.  

This is what it's about, it's about achieving good healthcare results.  And with that I will finish up and let Mike Hendry continue.

Good afternoon.  My name is Mike Hendry.  I'm the portfolio management officer for Health Provider Systems.  So if you use VistA in your medical center, or you've seen it in your medical center, all of the applications that are clinician facing, whether that's a physician, a nurse, a pharmacist, a lab tech, radiology, spinal cord injury, blind rehab, the group of developers that work with me and for me are responsible for writing those applications.  Kevin and I have worked together since he came on board, which is 21 years ago.  I was there before that, and Marcia joined us in Salt Lake about 11 years ago.  She worked in Albany before that.  It's interesting to get the old guys up here to talk about the system.  I started out as a pharmacy technician in Salt Lake City, and the ultimate goal of the outpatient pharmacy package that you have right now was simply to interface some extra capacity on an old computer that was in the basement that was supposed to be used for mental health testing and evaluation, to see if we could get that computer to print prescription labels.  And that's all it was.  Outpatient prescription labels.  We had three clerk typist secretaries, and they sat all day on a typewriter, started out on a manual typewriter and then of course we got IBM Selectrics, and they were blazingly fast.  They pulled the prescription out of the file, put it on the disk, and typed out the new prescription label.  Well this seemed sort of ridiculous and redundant because most of the prescriptions were for maintenance medications.  The patient would come back every month and we'd type the same label over and over and over again.  So that's where the outpatient pharmacy package originated.  There were groups in Albany, New York that were writing the admission discharge and transfer package for inpatient, there was a part of the group in Salt Lake that helped write the inside of the onion that Kevin showed you.  There was another part of the group in Salt Lake that wrote laboratory.  There was a group in San Francisco that helped write the inside of the onion.  There was a group in Birmingham that helped on the pharmacy, and then there was a group in Oklahoma City, and that group unfortunately didn't get picked up when DHCP was legitimized.  So I have been with the VA for about 38 years now, and I'm very proud of what we have done.  When I started working for the VA it was during the Vietnam era, and the veterans that were coming back, you all have seen the movies, or if you haven't, you probably should.  Our Healthcare was failing, and failing badly.  So I think part of this innovation has helped pull us up to what we are today.  

Kevin showed you some of the awards that we've been recognized for, here's another one.  This is the Harvard Business School for Innovations in American Government Award.  This is for our Electronic Health Record.  This was in July of last year.  I'm right now subbing for Gail Graham, this is our Readers Digest version of the presentation that we did Monday, so we'll stumble through it here. 

You know, we can blow our own horn and toot our own horn and sing our own praises, and we may be sort of biased in that.  But here's something out of Business Week, and it talks about the quality of care, and these are concrete objective measurements that they take from medical care facilities around the nation.  These are both private and government, and you can see that the VA has significantly improved our image and significantly improved the care that we're giving to our veterans.  And all the time, down in the bottom corner down here, all the time we've been doing this, we've been doing it essentially with a flat line budget.  We're treating more patients, we're giving them better care, and in real dollars we're not spending much more than we did in the early 90's, mid 90's.  So we have come a long way.

This slide here, I think a lot of the reason that the VA had to change had to do with Dr. Ken Kizer, who wanted to move the VA from an Inpatient Model Healthcare System to an Outpatient Based Model Healthcare System, and he was very influential in leading the VA to that model where we're an Outpatient Proactive Healthcare System.  I think the other leader that got us a lot of the way that we are is Jonathan Perlin, who started out in the Office of Quality and Performance.  Oh, everybody likes the Office of Quality and Performance, don't they?  Yeah.  Well, if you can't measure your progress, how do you know that you're making progress?  You have to have some way to measure progress.  And so between the two of those, they were influential in the model that we have, and I think Dr. Perlin obviously was always a champion of CPRS from when he first saw it.  And so with the reminders that we have, the automated reminders and reminder dialogs, we have an opportunity and we've seized on that opportunity to be a proactive healthcare system.  So we evaluate the veteran, we have the advantage that we see them more often than their private physician or than other people who see a private physician, we have a complete record so we can evaluate things and try and treat disease processes before they become in a state where the cost to the patient, the cost to the government, the cost to the family is much higher.  So these are some measures about diabetes, cholesterol, colorectal screening, you can see the third line down is colorectal screening.  We proactively screen 76% of our patients.  The next column over is commercial hospitals in 2004 measured at 49%, Medicare got to 59%, Medicaid didn't report it.  As you can see in almost all of those, I think the only one that we're lower in this chart is the hemoglobin A1C for diabetes, but in all of those we're taking a proactive approach, we're monitoring diabetes to prevent the onset of the disease processes that it causes, we're monitoring heart disease, we're monitoring for cholesterol.  And so this has saved us some money in the long run because we do this proactively.

I was involved in part of the recovery that the VA went through with Katrina.  I got up that morning when the hurricane had come through and they said everything was okay, and I thought boy, New Orleans dodged a bullet.  And then a half hour after I'd gotten up in the morning, then it was found out that the levees had broken and things were flooding.  Well, immediately the VISN 16 had been building a data warehouse off of the VistA systems within the VISN, the VSSC organization had access to a lot of that data, we also had access, we were waiting for the tape back-ups from New Orleans to be moved to another facility.  In fact, they ended up being hosted at the Houston center, and after a period of a week we had the New Orleans database up and running as though it were in New Orleans.  And so with the tools that we had started to put in place to do remote data interoperability, to have the ability to view data from other systems within the enterprise, moving to a patient-centric record, then we were able to provide access, at least read access to start with, to outpatient medications, to diagnostic codes, and so when these patients presented and we moved them all the way up to – they were being received in Washington, D.C.  And so after they were transported we had the ability to use VistA Web to go in and look at their data from New Orleans or from Gulf Coast, and from those hospitals, and we had the ability to see their record, see their medications, see what we had to do.  And the other thing that we had was My HealtheVet, so these veterans who could evacuate and did evacuate and had access to My HealtheVet from another computer system on the Internet, they had access to their medical record and they could take that and print it at home, or their son's home, or their friend's home that they evacuated to, and take that again to another doctor and have a record to present to have a continuum of their care.  So we fared very well on that.  I think one of the best talks I've heard recently, or discussions, was Dr. Lynch, who was the Director of VISN 16 during that episode, and last year at VeHU he gave what he called his farewell close-down speech of what happened during Katrina.  It was pretty amazing how that whole VISN recovered, and how the whole VA family pulled together to help those veterans and all of the people in New Orleans.  Our medical record had quite a bit to do with our success on that.

These are again customer satisfaction surveys, a study done by the University of Michigan, and it's done annually.  As you can see, we've continued to excel and to increase our satisfaction both inpatient and outpatient from 2000 to 2006.  

We're also involved, not just as a VA, we're also involved in the wider healthcare community of the nation and of the world, and these are examples of some of our affiliations, and some of the committees, and some of the standards bodies that we have representation on.  So you've got the American Health Information Community, that's public and private.  We have members that sit on that, and that's to help standards so that we can interoperate with not only DoD facilities but private facilities.  Health Information Technology Standards Panel and the Certification Commission for Healthcare Information.  We are actively involved in all of those programs and standards bodies to help set the direction for where standards in Healthcare and Medical Informatics are going.  

So what we're doing as part of this, and Dr. Kizer's goal is being moved from inpatient to outpatient.  Now we're moving to patient-centric, so that as the younger population that we're treating, people who are my son's age, as they present they're more mobile, they're more computer savvy, they're more demanding as far as information goes.  And so as we move from a medical center to a patient person-centric data model, then we can have a complete record no matter where the veteran happens to present.  We will continue to build on our successes, we can't sit on our laurels because as you know, information technology and healthcare are probably two of the fastest changing business models or knowledge bases or whatever you want to call it.  Each one is trying to out scream the other one as they motor down the road.  So we're going to continue our tradition of talking to the end users, of doing usability testing, involving the people who really have to do this.  But we're changing the model in that we're moving to more standards, standard data, standard communications, so that we can interoperate between our own medical centers and facilities, we can interoperate with DoD, and obviously because most of our patient population receives from one-third to one-half of their care from a private provider, we have to have the ability to interact with the private care providers also.  And we want to expand the use of the personal health record so that the patients that we treat can carry around a personal health record.  

One of the things that helps promote this within the VA is My HealtheVet.  And that gives the veterans, and also all of the employees here, you've probably seen presentations or mentions of My HealtheVet this week, that gives you, and it also gives the veteran, the ability to start to create a Personal Health Record.  If I were using My HealtheVet, I could record the medications that my provider provides me, I could record the immunizations, I could record the problems that my private provider provides if that's where I go, and that can be available for my VA clinician when I go there.  Again, it's a partnership between the healthcare provider and the patient, and the patient's family, because everybody gets involved in healthcare.  If you have had the opportunity to have an ailing parent, you know that healthcare is the entire family's problem.  And so My HealtheVet gives us the ability to create that partnership.  It's releasing every six months, they always do a release on Veterans Day and Memorial Day, so it's really forging the bond between the VA and the patient and bringing them to be more involved in the record.

Now I'm turning it over to Marcia Insley, and she'll tell you about standards and terminology.

Hi.  I'm the short one, so I always have to adjust the mic when I get up here, as if that wasn't incredibly obvious to everybody in the audience.  I'm a portfolio management officer, I've been asked a few times this week what does it mean to be a portfolio management officer?  It doesn't mean I handle your personal finances.  However, I just moved from Salt Lake City to Washington, D.C., so I am accepting donations, and I'm sure Mike would say the same.  What it basically means is we manage a group of IT programs.  There are five portfolio managers, my area is Health Data Systems.  Let me give you the lay of the land.  There are basically three of the portfolios that deal with actual software applications that users interact with.  There's veterans programs, that includes My HealtheVet, Home Telehealth, etc., which really have a veteran facing interface.  There is the Health Provider System's portfolio that Mike Hendry manages, and as he said, that is basically all the clinical applications.  There's Management, Enrollment, and Financial Systems, MEFS, and that is pretty obviously management, enrollment, and financial systems.  And then behind the scenes there are two additional portfolios.  One is Health Data Systems, and Health Data Systems is really all the databases, the registries, the repositories, the VA/DoD interoperability, and the Standards and Terminology Services that happen for all of those other applications.  And then there's a fifth portfolio called Common Services, which provides all those common tools.  In the diagram that Kevin showed, that would be that inside of the onion diagram that he showed, so the kernel types of utilities.  And as we build HealtheVet, the common user selection interface, the common patient selection, that type of thing.  So that kind of gives you a lay of the land from where we came.  Now in my job prior to the one I'm in, I managed Standards & Terminology Services, so hence that's where my area of passion comes from in this arena.  Mike mentioned our history.  I actually celebrated my 20 year anniversary with VA.  All of it has been in IT, I started as a software developer for admission discharge transfer in Albany, New York, spent ten years there, and then I joined at a really dynamic and outrageous time I moved to Salt Lake City at a time when CPRS was in one facility and to be quite honest, it really wasn't going real great at that one facility, and that was Tuscaloosa, Alabama.  I joined and I kind of took on the role of technical manager, Kevin was the lead developer, I was kind of the technical manager trying to pull all the pieces together, and Mike Hendry was one of the support folks.  So we spent a lot of weeks together in the years of 1987, 1988, as we got it implemented from one site to all of the systems.  That was an exciting time, as Kevin mentioned we were constantly changing the software to meet user needs.  But I think what you'll hear from all of us is a real passion about what we built and the need to continue that passion forward.

So what is Standards & Terminology Services?  I'm going to try my best not to read the definitions, and I'm going to break down the first one into pieces.  We first identify what standards are out there and which best meet our needs, and we'll go into this a bit in the future slides.  Then we have to adopt them, and obviously there's an implementation process to get from what's in the field today to that standard.  We verify it over time, we maintain it, and we're going to talk about that as well.  As we all know, the English language changes for better or worse over time, so does the healthcare language.  We have new medications, we have new diseases, etc., and we have to have the ability not just to standardize at one point, but to maintain a standard terminology over time.  And then the last piece of this is a big one, although I don't talk about it very much in this presentation, and that's compliance monitoring.  Kevin talked about the system we have today, which is an M database, and I was actually quoted in the press, which is actually something I truly said in a presentation, I've somewhat lived to regret it.  But what my statement was that was totally taken out of context I might add, was "it's not the most secure system in the world."  What that means is that if anybody has programmer access to an M system, they can basically change anything.  They can change the database, they can change data elements without any kind of security layer in there that's doing a lot of auditing.  Certainly if you go through File Manager and you have audit turned on, you can capture those things.  But there are ways around those audits when you have programmer mode.  So the bottom line is, intentionally or not it's always possible that someone could change something that they're not supposed to, they could change a standard terminology.  We have to have a way to find that out, and to work with the facility to change it back.  To be honest, we've seen it happen about three or four times in the couple of years we've been implementing standards, so that's the good news.  As we move forward into the new architectures the systems will be much more rigid in terms of access, so it will be a different environment.  So that kind of breaks down the first line.  The second is it is foundational to our interoperability, not just between our VA facilities, but between VA and DoD, and other healthcare partners that we're working with, such as Kaiser Permanente, Partners, Indian Health Service, etc.

So here's a real example of data elements, medications stored in four different facilities.  So Albany VAMC has acetyl salicylic acid, we have ASA for Martinsburg, Puget Sound has an entry for St. Joseph's aspirin, and Hines has aspirin.  The bottom line, if the patient is allergic to any of these items, they're really allergic to aspirin.  And so when we're looking at developing software systems, we don't want to have to put in all these four terms as well as every other possible way of saying aspirin.  We want to have one standardized term that all these link to for aspirin.  

So the goals of standardization, ensuring a consistent interpretation of that medical information.  Not just in terms of looking at it on a screen and seeing that it all looks the same, but when an order check is entered in Albany and they had acetyl salicylic acid, and someone orders aspirin, they actually know those indeed are the same and the order check kicks in and says you don't want to order this, the patient is allergic.  So supporting that clinical decision making.  The interoperability again with healthcare partners, and this is going to get drilled home even more, and it's a big deal right now with all of our interagency activity going on, specifically with DoD, post Walter Reed, etc., we're doing a lot in the area of interoperability  And we're also doing quite a bit with Public Health and Bio-Surveillance.  Other activities that are in the limelight now as we look at projects for pandemic flu and the like, we need to have a way to quickly react to outbreaks, etc., and the standardization of terms allows us to quickly see when certain events happen in the field.  Bottom line, motherhood, apple pie, we improve the quality and the safety of our care to the patients, but we're also improving the cost effectiveness of the care that we're delivering, and bottom line statistic out in private industry is that one out of every five laboratory tests is an unnecessary duplicate.  If we can start getting that data standardized, use the same terminology, clinicians are going to see the data where they expect it, and they're not going to be ordering repeat tests that are unnecessary.  Imagine if we can actually save the money from one out of every five lab tests, we would more than pay for this program at a budget level that was sustainable.  Was that a personal comment?  I guess it was.  An editorial comment.

Business drivers.  Some of these are going to seem a bit repetitive, but supporting that data exchange.  The first goal is our veterans are not stagnant.  They're a mobile population.  Not only are the Vietnam vets starting to be snowbirds and going between the North and the South a couple of times a year, but we've got the younger generation that's really mobile and moving around a lot.  So we want to make sure that when that veteran reports to any VA that all their information is available, not just available to view, but available to actually be computable data in their electronic decision support.  I believe the quote I heard Clyde say earlier in another presentation was in our research and our doing standardization and our working on the Health Data Repository program, we've seen veteran records where veterans have been to multiple places.  I know people go from state to state to check out the latest roller coasters in various amusement parks.  There are veterans that go from state to state to check out all the VA hospitals.  I think the highest was 62/67.  One veteran had been seen at 67 different VA's.  And actually it's more than 67.  Their record was in 67 different VistA databases.  There are only 128 VistA databases, there are 155 hospitals.  So that gives you an idea of how mobile our population is.  Developing that integrated longitudinal record, so again, not 67 discrete records in 67 different databases, but really one look at that patient's record.  Exchanging clinically relevant data, again not just between the VA's, but with other agencies, other healthcare providers.  Again, the decision support is a key next step in that process, and again, reducing costs.  

So external business drivers.  There really have been two things that really kicked off terminology standardization.  The first was Consolidated Health Informatics, was a group of about 22 federal agencies that had an interest in healthcare standards got together, have adopted a number of standards.  Actually VA is one of the first to actually put these standards into action and implementation.  That group was a Presidential eGov initiative, it's now been kind of usurped or overtaken by the HITSP, the Health Information Technology Standards Panel, that panel has adopted all of the CHI work, thankfully they didn't start from scratch and go in different directions, but they adopted all the work that happened in CHI, and they're working on even more healthcare standards recommendations, not just for government, but for all of healthcare.  And the Clinical Data Repository/Health Data Repository and the acronym CHDR is a combination of the Clinical Data Repository is DoD's Data Repository, the Health Data Repository is VA's.  Put them together, you kind of get a cute acronym that sounds like cheese, and it is a congressionally mandated effort.  It supports that interoperability between VA and DoD, and it's not just a text exchange, it's actually computable exchange.  And imagine how hard it is to agree to a standard in VA.  Take that to another level when you're trying to agree to a standard across agencies.  So far we are actually sharing outpatient pharmacy and allergies data, we are actually doing order checks in VA from outpatient pharmacy and allergy data at every single VA and DoD facility that has an electronic record.  That's pretty exciting.  Lab will be next, and we actually have vital signs already standardized in VA, and we're looking for an opportunity to be exchanging that with DoD.

So what does this mean to the veteran?  Somehow we missed the animation here, but the bottom line is this could be a real-time scenario.  The veteran pre-deployment has some exams in Fort Bragg.  Then is deployed to Iraq, suffers an injury, is treated at a hospital in Iraq.  Seriousness of the injury causes the veteran to be evacuated to Germany, where some stabilizing treatment is provided.  The veteran has serious enough injuries to bring him back to Walter Reed for some more long-term care.  Very potentially could come over to the D.C. VA, perhaps go back to a polytrauma center such as Tampa, before making his way or her way back to a home facility, in this case Dublin, Georgia.  When the clinician places an order in Dublin, Georgia, we want to make sure that the order checks for this veteran are not just based on the database sitting in Dublin, but all this other information that's sitting out there.  So through programs like CHDR and LDSI, LDSI stands for Lab Data Sharing Initiative, we're looking for one healthcare record.  Maybe not one actual hard copy paper record, but one virtual record that encompasses all the patient's care from the VA and DoD.  In the future we really look to be adding to that from a National Health Information Network so that all his care, regardless of whether it's in a government facility or outside would be available.

So how is standardization going about their process?  They've broken it down into what we call domains.  A domain is a content area of related fields and files.  The example shown there, allergies, pharmacy, others, are encounters, radiology, etc.  By breaking it down into domains it allows us to get the best subject matter experts pulled together to make the decisions on which standards are most appropriate, and how we're going to implement those standards.  It wouldn't be appropriate, for example, for lab experts to tell you what the vital signs or the encounters standards are going to be.  You want to get the best people for each subject matter expert.  And we have domain action teams and domain implementation teams, we call those DATs and DITs, I always say that I'm looking for a DIS group so we can have DIS and DAT, but we haven't come up with one of those yet.  

Some of the breakdown of the multi-disciplinary teams, a lot of these are quite frankly IT types of folks, terminology analysts, developers, etc., but where the focus is is up here on business owners, program office officials, and clinical application coordinators, and subject matter experts.  These are the people in central office and in the field that have the hands-on experience and the expertise in any given domain area, so that those groups of folks are making the decision in terms of what standards we select, where we're at today, and how we migrate to those standards.  That it's not a decision of the developers and the pointy-headed managers in IT, etc., that it's a decision of the business community and the stakeholders in the field.  

So what does the process break down to?  First thing we do is we analyze the reference table data from the sites.  We're not standardizing all data, that wouldn't be possible.  We're standardizing what we call reference tables.  So an example in allergies are reactions and reactants.  We collected all that information centrally and began to look at it, and saw trends in terms of duplicate types of terms that were in there, and quite frankly in lots of cases we saw things that had no business being there.  You give a user a prompt and it's amazing what they'll put in that prompt if you don't put a lot of constraints on it.  We had free text allergies allowed for many, many years, and there would be things in there like "patient needs appointment".  We even found some really interesting negative comments about certain clinical care providers in medical centers that were hidden in these free text fields.  You give a free text field and somebody will enter something in it that you don't expect.  So collecting that centrally, locking down free text entry where possible, it's not always possible but in some of these fields it's possible to really set to what are all the reactions you can have, and all the reactants you can have.  So looking at that data that's out there, looking at standards that are out already in industry from standards development organizations.  Quite frankly, in some cases where we've been so far, allergies as an example, VA is ahead of the curve.  We've had to somewhat develop our own path to standardization in some areas, but where we really look to is go to the standards development organizations, look at those that have the strongest standard, and don't just throw the baby out with the bathwater if it's not the perfect solution.  If we have data that's not in that standard that we need to have represented, we work with that standards development organization and we work for changes in those standards rather than developing our own.  We've done it with HL7 and demographics, and we've been successful, and we plan to keep that as a process as we move forward.  We then recommend data standards to an oversight group that has clinical representation.  We establish an implementation plan.  How are we going to get from what's in the field to where we need to be, to the standard?  Are we going to worry about past data?  Are we going to worry about standardizing all the data that's come up to date?  You saw Kevin's slide there.  We have over almost one million orders going into our system every single day.  I think it was a billion orders are out there, I can't remember the total number that's sitting out there, but imagine the time and effort and budget it would cost to go back and standardize every single one of them.  So we have to look at what's the business value of doing so, what's the cost benefit analysis, etc.  Examples of decisions we've made to date are allergies.  It doesn't matter if a patient had an allergy to penicillin ten years ago, you better make sure that you're considering that allergy.  So all allergies were standardized.  For medications we looked at non inactive medications.  Everyone says why don't you just say active meds?  Bottom line is that it was active medications and any time delayed medications.  Now, when I say we're not standardizing data, from the past it doesn't mean that that data is not available for viewing.  It still is available.  It just means in terms of electronic decision support we're focusing on time forward.  Same types of decisions happen in each domain.  We create requirements documentation, we work with the various software application developers to develop the software changes, basically the changes are we no longer allow users to select non-standardized terminology once we standardize.  

Go through testing, national release, etc., and we then maintain the standards and I'll get to that in a minute, and as I mentioned earlier, monitor compliance.  Let me stop for a second and talk about the third bullet on the slide, which is support data clean-up activities.  Allergies was a perfect example.  Years ago the allergy application allowed free text allergens to be added.  I told you there was some creativity there, there was also quite a few ways to say penicillin.  I believe the total number of ways we found to say penicillin was 1100 and something.  It included penicillin capital letters, penicillin small letters, penicillin mixed case letters, pcn, and penicillin spelled with more n's and c's and l's than you could ever possibly imagine.  So our clinical folks aren't always the best spellers, and we don't have spell check in the old system, so what we were able to do centrally though is rather than every single facility looking to clean up a million records, we actually were able to write a patch that said in every instance change the text pcn to be an allergy to the medication penicillin.  Now sometimes we couldn't tell without any doubt that a particular allergen, especially with acronyms, there could have been an acronym ABC, we didn't know centrally what that meant, we needed the clinical staff to review the record.  So where we could though we looked for an opportunity to centrally clean up those entries.  

I mentioned already the discussion about time forward versus historical data, and this is where we really look to our business users and our business community.  There is a cost associated with standardization, how much do we want to spend in any given area?  Basically I believe I've talked about all of this.  We want to maintain the integrity of the legal medical record.  We are not here to change data values.  We maintain everything that was entered into the system.  If we have pcn that was entered as an allergen, free text, ten years ago, it's still going to have a record that pcn was entered on that date, but we are also going to create a pointer to the medication penicillin.

Again, some of the questions we ask, and we ask our business stakeholders how much do we automate?  It has to do with cost, it has to do with patient safety.  Again, the cost is high for allergens to be quite honest, it's cost us a lot of money to go back and do this, but it was a no-brainer decision.  In terms of accuracy and consistency, those are some of the other factors that we look at.

So what standard do we use?  Well first we go to CHI and HITSP and we say did they already come up with a standard recommendation?  Again, in some areas, we've been out in front of them so they haven't come up with one yet.  And the great thing is that they're adopting our standards as they move forward.  So it's a good position for VA to be in.  By being the leader, while it's as they call it the bleeding edge, it may hurt a little bit initially.  What it means is that our standard is getting promoted as the national standard, so we later on don't have to reinvent the wheel.  But we look for CHI recommendations, we then go out to SDOs, if we don't find any recommendations in that area, and what's listed below and I won't read them all, are some of the particular standards that we've actually looked at and have implemented within VA.  

So what could we break if we standardize a file or a field?  Data relationships, processes, support rules and reminders.  Clearly, breaking anything is not an acceptable outcome of standardization, period.  So we analyze all of the uses of any given data element before we implement a standard to ensure that we're not breaking anything.  We may have to tweak some software to make it work appropriately with a standard, but quite frankly we haven't had that happen yet.

Mapping considerations.  Mapping is costly.  We really would prefer to implement a standard time forward or to move directly to a standard, but we have so much legacy data in our systems, we'll go through some examples, but when we started looking at standardizing note titles we had 156,000 active and in use note titles on 128 VistA systems.  I'm a math major, this one was pretty easy.  That's over 1000 active and in-use note titles on every VistA system we had.  Do you think that's manageable?  I didn't think it was too manageable, and if you started to look at some of the names you would not understand, if you weren't at that facility and you didn't create that note title, my guess is you wouldn't know what it meant.  So in the case of note titles though we went for mapping.  We created a national standard that only had about 2400 entries, we had folks map to that national standard, and we don't allow them to use a note title unless it is mapped.  There's all kinds of decisions.  Do we convert existing data, do we start from time forward and just implement a new standard and leave the old data as is, do we map to the standard or past data, etc.?  

Once we standardize we assign what we call a VA unique identifier or VUID.  The terminology folks call it VUIDs, but I think that sounds somewhat like a disease.  So VUIDs are assigned to every unique term.  It means that aspirin gets a VUID, let's say it's 12345, it means St. Joseph's Aspirin gets assigned 12345, actually that's not entirely true, it means St. Joseph's Aspirin has a unique term, but it is also linked in a hierarchy that St. Joseph's Aspirin is an aspirin is an analgesic, is a, I'm not a clinical person so I'll stop there, I'll embarrass myself, I may have already done so.  But anyway, there's a hierarchy in terminology and we'll get to that in a minute, called a data model, where we model the data and how it all fits together.  We add the terms to the standard reference terminology, it has standards not only from standards development organizations, it has VHA specific standards, and it also has VHA specific add-ons or extensions to standards development organization, or SDO standards.  

What does modeling mean?  It basically means again if you have ampicillin, ampicillin is a cillin and it has relationships so that it treats various meds not just at a generic or drug level, but at a class level, etc., so that you can begin to look at how the relationships form.

So here is an example.  We start in the middle with a concept, we have relationships designations, subsets, and properties.  

So to break this down, we have a VUID in the middle, it has properties of having a VA class of major, NDFRT, VA class, it has designation of immunological agents, other designations, drug classes, antihistamines, antimicrobials, etc., and it has child of vaccines and child of toxoids.  So it kind of gives you an idea of what types of information is stored into the terminology model, and I leave that to the much more highly trained folks that work in my shop to take care of that.  Another example, this happens to be an allergen with a type of drug food, various designations, again, allergy reactants, etc.  It goes into several drug classes so when you have an allergy to a whole drug class, this particular drug is also included in those allergy checks.

So what do we do once we standardize?  Again, the standard will change over time, we know that.  New things will be added to the standard, existing things will come off the standard.  If we have medications standardized, medications will go on and off the market.  We have to have the ability to keep that standard up to date over time, and we do that through a process we call New Term Rapid Turnaround, NTRT.  It deploys updates to all 128 VistA systems virtually simultaneously.  When I say virtually simultaneously it means we do tests with a few systems first to make sure we're not going to break anything, I'll let it run for a day or so, and then we push out to all the remaining VistA systems, but within basically in the same timeframe every single system has the update, whether they have a term that's no longer active and they can't select anymore, or they have a new term that is available that happens on all VistA systems at the same time.  And when I say there's a term that gets inactivated, we don't do anything to the past historical data that uses that term.  That term is maintained, it's just listed as inactive, and it's no longer allowed for future selection.

So what have we done to date?  We've standardized a number of areas, vitals, allergies, outpatient pharmacy, clinical document note titles, orders, laboratory, just the chem and hem part.  We are working on microbiology and anatomic pathology.  We've standardized over 200 administrative reference tables.  I am focusing in this discussion on clinical, but we can't miss that there's also a lot of administrative data out there, state file, county file, all those types of files are getting maintained as well.

I talked a bit about the allergies.  There were about a million free text entries that were out there.  They weren't computable at all, so if a patient had a free text allergy to pcn and someone ordered penicillin for that person, and the person didn't also have a coded allergen to penicillin, they would have a very serious reaction.  So we were able to do a mass clean-up of over three quarters of these from a central standpoint.  There are still some clean-up items that the facilities have to do, and there are quite frankly some strings of data in there that will never be converted to a computable allergen because they were never allergens to begin with, for example, "patient needs an appointment".

Laboratory mapping.  This has been a real fun activity for the facilities.  Mapping to LOINC.  When we started standardizing, we worked with the program office and they said don't worry, we put out a directive, we directed that LOINC be implemented nationally.  I know how much you pay attention to those directives now.  Really what we found is about 35 lab tests were universally standardized across the board, and does anybody know what they supported?  The Hep C registry.  Those were the ones that absolutely had to be done several years ago in order to have a centralized Hep C registry.  And they were the only ones that universally across the board were standardized.  We worked with every single facility out there to standardize their chemistry and hematology lab tests to LOINC, we're actually working with sites now on LOINC and SNOMED mapping for their remaining tests.  It was a huge endeavor.  But now when a clinician in one facility calls a lab test serum, and one in another calls it serum glucose, or another one calls it glucose, we start to be able to look at these all in the same way.  

Again, 156,000 note titles, you can read all the examples, but lots of great acronyms, CIH, my personal favorite has always been UR 67.  No, I'm not, first of all.  But CD(T)(K), whoever wrote this clearly knows what it means.  And that's not a problem.  But if you're a clinician at another facility that doesn't know what UR 67/CD(T)(K) means, you're going to do one of two things.  You're either going to open that note and waste time finding out it's not what you wanted, or you're going to ignore it thinking it's not what you want, and it could be something really critical about the patient that you're missing.  So just for infectious disease we had over 1500 ways of representing that domain area in clinical document note titles.  That's a lot of ways to say the same thing.  So this allows, once standardized we're not taking away the local names, we're hoping that folks are learning from this process that they don't want to continue these cryptic note titles, but we are having them mapped to the standard, when they get to view the data through future versions of CPRS they will see both the local name and the national name, so that when they're looking from another facility they can sort by that national name and find related topics.

Here's an example of an old note title and a new note title.  Heart failure clinic first visit note.  We use the LOINC standard and there are actually five axis listed in LOINC.  I believe the fifth one is location, which doesn't happen to be represented here, but the other four axis in LOINC are subject matter domain, setting, service, and document type.  So heart failure, and I apologize because this slide and the arrows didn't exactly line up, the heart failure relates to the subject matter domain of cardiology, clinic to outpatient, first visit to initial evaluation, and note thankfully stayed the same.  But you get the idea that there are national standards in LOINC that we were able to use, and we were able to construct new note titles and standardized note titles based on those.  The note title subject matter expert group was huge and had a lot of interest from the clinical staff.  I know a lot of VISNs in advance of us trying to do standardization were trying to tackle this effort on a VISN by VISN basis.  It's always a challenge trying to get everybody to agree, when I started the standardization program I really thought that we were going to get so much resistance it was going to be very difficult to move forward, and quite frankly it's been the opposite.  Folks have been waiting for standardization for so long that we didn't get the reaction that we expected, which was well I'm cool with standardization as long as you pick my standard.  Really folks have been able to do a lot of give and take, and I think we're going to be better off in the long haul not just with exchanging medical records between VA's, but with other healthcare entities.  

So again, I've said this before, healthcare isn't static, neither is the terminology that supports it.  We will lock down, and we have locked down, standardized reference files to prevent the addition of any non-standardized terms into the record.  Doesn't mean we're taking away any of the past data, we're maintaining it, but we're not allowing an inactivated term to be used in the future.  

And again, I mentioned the New Term Rapid Turnaround Process.  Anyone can request a new term be added.  The nice thing is those people that start on the domain action team to pick the standard, decide how we're going to implement it, are the same people that are going to help us maintain it over time.  They're going to look at every single new term that's requested and either direct the person that you know, that's not the term you want, you really should look at this other term that already exists, or they're going to say it's just flat not appropriate and here's why, or they're going to say you're absolutely right, we need to add this term to the standard.  And in every case there's going to be feedback to the requestor with that information.  Newly deployed terms again are immediately available to end-users, those inactive are immediately no longer available to those end-users.

Domains in progress, I won't read through the list, but we have a rolling process here where any given time we have analysis of about eight different domains ongoing, and as we release new domains, and actually several of these are coming up in a future version of CPRS, problem list, encounters, and immunizations, we will then start up new domains with our staff.
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